
 

 

 

 

 

 

 

 

 
Vermont Health Connect HIX Project  

Program Management Review 
 
 

 
 
 
 

8/18/2014 
 

 
  



                                      
Vermont Health Connect HIX 

Program Management Review  
 

 
Page: 2 

TABLE OF CONTENTS 
1.0 ........ EXECUTIVE SUMMARY 3 

2.0 ........ BACKGROUND 6 

3.0 ........ ASSESSMENT 7 

4.0 ........ RECOMMENDATIONS 29 
 

 

 



                                      
Vermont Health Connect HIX 

Program Management Review  
 

 
Page: 3 

1.0  EXECUTIVE SUMMARY 
The purpose of the Program Management Review is to assess CGI’s ability to deliver and identify areas 
at high risk for schedule noncompliance.  This review documents the current state of the Program 
Management structure, Program Management process (relative to industry best practices) in use by the 
State of Vermont (SOV) and CGI for the Vermont Health Connect (VHC) implementation.  It also includes 
Optum’s recommendations to improve the overall program management activities within the VHC 
implementation program. 

Optum has concluded, based review of the VHC’s Program Management documentation and interviews 
with both SOV and contractor staff, that the project’s Program Management structure and processes 
contributed to SOV’s lack of project ownership and CGI’s lack of accountability.  Additionally, project 
management processes within the program, do not align with industry best practices and are insufficient 
or ineffective. 

As a result CGI has not met its commitments in the contract and the project has not met the expectations 
of the SOV.  The project team’s ability to deliver the remaining contractual requirements is a ‘High’ risk, 
and as such, immediate corrective action is required. 

Nine months after the implementation of the VHC solution (10/1/13), several critical functional 
requirements, including Change of Circumstance, Renewals, and SHOP, and over 2,500 non-functional 
requirements specified in the contract, have not been met.  Additionally, there is no agreed upon plan for 
delivering the missing functional requirements or non-functional requirements. 

Key Findings 

Optum’s assessment is based on the following key findings: 

1) Governance – Program Management Structure 
• VHC’s system integrator contract to build and implement the VHC solution, sourced its 

system integration activities and accountability to CGI, as specified in the contract’s 
statement of work (SOW), but did not source ownership and control of these activities.  The 
project’s Project Management Plan (PMP), prepared by CGI, does not articulate a 
governance model that enables this distinction.  The PMP depicts segmented teams with little 
definition of the SOV or joint team roles and responsibilities. 

• ‘Ownership’ of the project and it’s outcomes by SOV is limited, at best.  Based on the existing 
governance model, CGI took control of the project and the SOV ceded ownership. 

• Accountability for program management is unclear.  Neither SOV nor CGI believe they are 
accountable for project outcomes. 

• As CGI disregarded processes in the PMP (prepared by CGI and signed-off by SOV) and 
industry best practices, the project’s lack of control and ownership impacted the ability of the 
program teams to meet the project’s original and/or revised milestones.   

• The project’s aggressive schedule necessitated increased collaboration and rigorous 
processes.  Instead, CGI proceeded with project activities without the appropriate SOV 
participation and without project management processes and controls that follow industry 
best practices. 

• A project-specific cost/budget management plan does not exist.  Because of this, the overall 
costs are very difficult to define and manage. 

• Key governance principals for establishing/maintaining SOV ownership and control, outlined 
below, were not applied: 
o An integrated project organization structure – includes both State and SI vendor roles 

and responsibilities. 
o An integrated master schedule (e.g., Microsoft Project Plan) includes both SI vendor and 

State resource requirements and dependencies. 
o A deliverable review and approval process and phase gates considers the impact of 

deliverables not approved in accordance with the project schedule. 
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o An organization change management work-stream – business driven activities, tasks, 
roles and responsibilities that manage the impact of the solution on both internal and 
external stakeholders (and not limited to training). 

o Project-specific cost/budget management 

Section 3 – Assessment elaborates on these Governance findings. 

2) Program Management Process 

Project Management Institute (PMI) A Guide to the Project Management Body of Knowledge (PMBOK) 
defines a project management plan (PMP) as a formal approved document that defines the overall plan 
for how the project will be executed, monitored and controlled.  Project governance provides a 
comprehensive, consistent method of controlling the project and should be described in the PMP.  This 
deliverable should be updated periodically throughout the duration of the project. 

VHC’s PMP, version 3.0, dated February 21, 2013, states: 

Changes to the PMP will be made upon joint VT and CGI agreement, and a revision history will 
be maintained to document such changes. 

This deliverable has not been updated since it was first published.  Several industry standard project 
management processes are either omitted or insufficient.   

Each of the following Project Management processes defined in the PMP is a ‘High’ risk – Immediate 
corrective action is required. Significant concerns have been identified. 

• Schedule Management – A current comprehensive program schedule does not exist.  There 
are several issues with the schedule that was provided to Optum during this review.  CGI has 
not fulfilled their contractual commitment with regard to this portion of the contract. 

• Scope Management – Requirements do not comply with industry best practices, Institute of 
Electrical and Electronics Engineers (IEEE) standards.  This contributes to the challenge of 
differentiating changes from defects. 

• Cost Management – A cost/budget management plan for the project does not exist.  This is 
both a SOV and CGI responsibility. 

• Quality Management – People, process, and technology (tools and environments) challenges 
are impacting quality management.  Effective quality management is not limited to 
solution/application testing activities.  Outstanding quality issues are documented in each of 
Optum’s deliverables: Code Review, Transaction Monitoring, Architecture Review, 
Maintenance and Operations Review, and Quality Assurance Review. 

Section 3 – Assessment elaborates on these Project Management Process findings. 

3) High Risk for Schedule Non-Compliance 

The CGI program team’s ability to deliver the remaining contractual requirements is a ‘High’ risk and as 
such, immediate corrective action is required. 

This risk assessment considers: 

• CGI and the project team’s track record for meeting project milestones 
• The lack of collaboration between CGI and SOV 
• The lack of defined and disciplined processes, and related controls 
• The lack of an integrated schedule that outlines delivery dates for the remaining 

requirements. 

These risks indicate the likelihood of CGI delivering renewals or other high priority functionality based on 
executing a project plan is not likely, especially since the plan does not exist. 

Section 3 – Assessment elaborates on these Project Management Process findings. 
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Recommendation(s) 

Optum recommendations are summarized below.  These recommendations are based on the findings 
described herein.   

1) Optum recommends ‘operationalizing’ the VHC solution, with the conclusion of CGI’s contract on 
December 31, 2014.  ‘Operationalizing’ establishes an organization to operate, maintain, and 
enhance the VHC solution, as compared to a ‘project team’ that is tasked to build and deploy the 
solution. 

Within the SOV’s IT organization structure, an IT Director should lead the following teams or 
competencies: 

• Project Management Organization (PMO) – Owns the organizations integrated master 
schedule and manage project management process 

• Business Architecture – Owns the functional solution  
• Application Management / Technical Architecture – Owns the technical solution 
• Quality Management – Owns the delivery of a quality solution 
• Organization Change Management – Owns the stakeholder impact of solution changes 

and training 
• Hosting – Owns the operations and maintenance of the technical infrastructure 
• Cost/Budget Management – A finance/comptroller function to tracking funding, budget, 

and expenses 

Note, the competencies may be sourced by SOV resources or third-parties, including CGI. 

The benefit of this model is to clearly establish VHC ownership of the competencies necessary to 
support the solution and the business long term, and decentralize the competencies allowing SOV to 
staff internally or externally, as appropriate. 

2) Initiate transition to an organization (vs. project) model as soon as possible and target deployment of 
the recommended model for January 1, 2014.  These activities include: 

• Prepare and manage a project delivery plan, in conjunction with CGI and existing 
subcontractors and the SOV, which delivers a quality solution on a timely basis and 
enables status tracking and reporting. 

• Prepare a PMP from SOV’s perspective, with input from vendor PMPs, as appropriate, 
and use it to manage the project. 

• Limit CGI’s impact on project outcomes by increasing SOV’s role (directly or through 
contractor’s) in the following areas: 

 Application (business) architecture – Requirements and design 
 Quality Management – System Integration Testing, performance testing and UAT 
 Maintenance and Operations – Production Defect Tracking and Management 
 Program Management 

• Request from CGI an ‘a la carte’ based proposal for the first optional year of services.   
For example, distinguish design, development and implementation (DDI) services, from 
maintenance and operations (M&O), and hosting.   This allows the State to select and 
procure from a menu of services, without procuring all of their services. 

• Define an organization model based on program requirements.  SOV should consider its 
organization capabilities, strengths, etc. and consider unique aspects (requirements) of 
VHC to determine the appropriate organization model. 

• Identify candidates to support the model – this federation of services will require an 
experienced IT Director.  This position will be responsible for delivering a VHC solution 
that meets the SOV business needs and leads a team that can adapt the solution as 
these needs change.  Specific responsibilities depend on the organization model. 

 

 













                                      
Vermont Health Connect HIX 

Program Management Review  
 

 
Page: 11 

The following exhibit is a sample System Integration Project Organization and Governance model 
followed by and exhibit that describes roles and responsibilities that emphasizes collaboration and 
accountability.  These roles and responsibilities should be defined and agreed upon in the PMP. 

 
Exhibit 2: Sample - System Integration Project Organization and Governance Model 
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The table below describes PMBOK-based industry ‘Best Practices’ for each management process, 
‘Observations/Findings’, and ‘Recommendations’.  The scope of this assessment focused on SOV/CGI 
governance and did not focus on intra-agency governance.  

A risk assessment has been designated for each of the following processes based on PMOK’s triple 
constraint. 
 

Projects need to be performed and delivered under certain constraints. Traditionally, these constraints 
have been listed as "scope", "time", and "cost".  These are also referred to as the "Project Management 
Triangle," where each side represents a constraint. One side of the triangle cannot be changed without 
affecting the others. A further refinement of the constraints separates product "quality" or "performance" 
from scope, and turns quality into a fourth constraint. 
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the CR is executed by authorized representatives of the 
parties, the terms of the Contract shall be modified 
accordingly….. 

• But currently there is typically disagreement between CGI 
and the SOV. 

The activities to deliver the requirements specified in the CR 
are not specified in the PMP. 

VHC requirements do not comply with industry best practices, 
necessary for effective Scope Management (IEEE 830 – 
Recommended Practice for Software Requirements 
Specifications (SRS)): 

• Correct – an SRS is correct if, and only if, every 
requirement stated therein is one that the software shall 
meet. 

• Unambiguous – an SRS is unambiguous if, and only if, 
every requirement state therein has only one 
interpretation 

• Complete – an SRS is complete, if and only if, it include 
the following elements: 
o All significant requirements, whether relating to 

functionality, performance, design constraints, 
attributes, or external interfaces. 

o Definition of the responses of the software to all 
realizable classes of input data in all realizable 
classes of situations. 

o Full label and references to all figures, table, and 
diagrams in the SRS and definition of all terms and 
units of measure 

• Consistent – an SRS is consistent if, and only if, no 
subset of individual requirements described in it conflict 

• Ranked for importance – An SRS is ranked for 
importance if each requirement in it has an identifier to 
indicate either the importance or stability of that particular 
requirement (i.e., essential, conditional, optional). 

• Verifiable (testable) – A requirement is verifiable if, and 
only if, there exists some finite cost-effective process with 
which a person or machine can check that the software 
product meets the requirement. 

• Modifiable – An SRS is modifiable if, and only if, its 
structure and style are such that any changes to the 
requirements can be made easily, completely, and 
consistently while retaining the structure and style. 

 

Lessons Learned:  

• Apply the IEEE standard to new or 
changed requirements. 

• A clearly defined the Change Control 
governance model is critical to project 
success. 
 



                                      
Vermont Health Connect HIX 

Program Management Review  
 

 
Page: 20 

• Traceable – An SRS is traceable if the origin of each of 
its requirements is clear and if it facilitates the referencing 
of each requirement in future development or 
enhancement documentation.  Forward traceability of the 
SRS is especially important when the software product 
enters the operation and maintenance phase.  As code 
and design documents are modified, it is essential to be 
able to ascertain the complete set of requirements that 
may be affected by those modifications. 
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about the performance of the team. 
o Project Performance – the PMO's primary 

mechanism for evaluating the team's performance 
against the baselined schedule is the Schedule.  A 
series of dashboard reports are used to report on the 
status of milestones, deliverables, and tasks.   

o Deliverable Quality –the team will maintain, 
measure, and report metrics on the number and 
types of deviations found in project deliverables. 

o Adherence to Solution Service Level Agreement 
(SLA) – during production use, reports will be made 
available to confirm production SLAs related to 
system performance and service delivery have been 
met. 

Examples of CGI commitments not met include: 

• Each month a tracking report of milestone progress will 
be made available to SOV including the due dates for 
milestones per the approved base lined plan, and Actual 
or Forecast completion dates. Milestone dates that are 
forecast to be, or are actually late will be shaded yellow, 
and late milestones that will impact federal milestones will 
be shaded red. 

• The performance of tasks against the schedule will be 
managed on a day-to-day basis through the project plan 
on the CGI Microsoft Project server instance. Hours will 
be tracked against planned for tasks and assigned 
resources. 

• Task progress will be reported to SOV through weekly 
updates to the SOV integrated project plan. Each week, 
CGI will update the percent complete on tasks. Further 
commentary on tasks that are late or expected to be late 
will be included in the weekly status report. 

Review of these commitments with CGI’s leadership team 
indicated they were not familiar with them. 
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1. INTRODUCTION  
The purpose of this deliverable is to: 

• Review UAT testing methodology related to the upcoming Change of Circumstance release. 

• Review testing methodologies and processes used by CGI in the testing of the VHC 
application. This review includes unit/component testing, system/ End-to-End testing, UAT 
testing, and regression testing.  

• Provide an assessment on testing resources and business analysts involved in testing to 
ensure the proper business acumen is being applied to the testing effort.   

After review of the project’s QA documentation and interviews with both SOV and contractor staff, Optum 
has concluded that, while CGI’s Test Plan of record (VHC Test Plan – Version 4.0 which is dated 
September 25, 2013) has some inconsistencies, such as contradicting End-to-End testing responsibilities, 
and does not fully detail how the data will be refreshed, it has many of the best practices associated with 
a Quality Test Plan.  The major issue is that these practices were not followed.  In addition, a lack of SOV 
formal approved test plans and other quality documents has resulted in a lack of accountability by CGI as 
it relates to testing.  In addition, the lack of an additional environments prevents any testing of multiple 
releases and  limits Performance testing to off hours testing, and does not fully simulate production. 

Key Findings (Summary of Gaps) 

Optum’s assessment is based on the key findings as it relates to Quality, Reporting, Requirements, UAT, 
Automation, Performance, and Environments.  This summary of gaps (deficiencies) include, but are not 
limited to: 

• CGI attempting to promote code to live (package 2) despite the presence of Severity 1 and 
Severity 2 issues that would cause major problems in production.  

• End-to-End testing deficiencies resulting from a lack of clear ownership .  Both the SOV and 
CGI contend the other has accountability for End-to-End testing.   Best Practices would 
indicate this is a phase of testing that belongs with QA/SQA.  

• An integrated test environment is necessary to support different phases of testing.  Currently, 
there is one test environment.  This prevents any testing of concurrent releases, or the ability 
to test production fixes in a Test environment  In addition, the lack of a Performance 
environment limits any performance testing to off hours, and the Test environment does not 
provide an environment that is production like in order to completely test performance. 

• .   

• Service level agreements do not exist for defect remediation during the testing phase, 
resulting in undefined timelines for receiving code fixes.   

• Root Cause analysis is not performed, which prevents lessons learned improvements. 

• There is no true UAT team. 

• The majority of test cases that are in the repository are high level scenarios, and are not 
detailed test cases which would be a best practice.  Detailed test cases become more 
needed when a high turnover rate or augmented staff need to execute test cases during a 
release. 

• There is lack of formal Entrance/Exit criteria review and approval to initiate or conclude a 
phase of testing.  
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Recommendations 

Optum’s assessment results in the following key recommendations: 

• The SOV needs to resolve the End-to-End testing responsibilities in order to properly test 
releases prior to deployment to production.  Best practices indicate this is a phase of testing 
that belongs with QA/SQA.  This is not a typical responsibility of the business. 

• The SOV needs to assign a UAT Test Manager and team.  This manager needs to instill the 
proper testing fundamentals to combine with the already existing subject matter experts to 
form a true business test team. 

• An investment in an automation framework should be made.  This will allow a  regression to 
be run with minimal staff prior to releases being deployed to production.  IT should be driving 
the framework and automation of the testing scripts..  Capturing the regression cases that are 
needed are typically a joint effort between IT and the business.  The execution of this phase 
is the responsiblilty of QA with assistance from the business if needed. 

• There needs to be performance testing strategy developed to properly capture the 
requirements in addition to establishing key benchmarks for a release. 

• Test data planning needs to be done in order to facilitate End-to-End testing.  This will also 
instill confidence in the SOV’s partners by having more robust test cases. 

• The SOV needs to invest in and upgrade additional environments including: 
o Performance environment as this will allow performance testing to occur and not 

impact IT/UAT testing. 
o Additional test environments as this will enable concurrent testing of releases. 
o Pre-Prod environment that is fully integrated that will allow for production fixes to be 

tested prior to being deployed to production. 
o Disaster recovery environment needs to be built out fully and tested. 

• Update, approve, and maintain all required documents including but not limited to: 
o Review of requirements 
o Test Plans(System, UAT, Performance) 
o Requirement traceability Matrixes 

• Complete the development, testing and implementation of the disaster recovery plan.    

• Review and update the current defect management process, and ensure that this process 
has applicable SLA’s, and that the process is enforced. 

• Enforce the Entrance/Exit criteria across the SDLC. 
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2. BACKGROUND 
The purpose of the Quality Assurance Review deliverable is to document the status of the current release 
and to provide recommendations to reduce gaps discovered in the overall testing process. 
Optum partnered with appropriate resources from the SOV and vendor(s) to understand the defined 
program and testing methodology utilized to deliver the current HIX application.  Based on the defined 
methodology implemented, Optum will perform a historical review of the processes executed and artifacts 
created in the delivery process.  Optum will look for evidence of industry best practices being followed 
and documentation across all phases of the SDLC.  Within the testing phase specifically, Optum will 
review all existing test strategy/plan documentation at both the program and individual testing phase level 
and identify any gaps in these artifacts.  Additionally, Optum will request access to any/all existing test 
management tools or data repositories to review thoroughness and end SOV disposition of all test 
execution results material.   
 
Upon completion of the three week review led by an Optum QA Manager, Optum will provide a summary 
of gaps identified within the QA life cycle and provide recommendations for improvement, including 
testing tools.  This review prioritizes UAT as it relates to the upcoming Change of Circumstance release. 
 
The team met with the following SOV and vendor team members: 

• State of Vermont 
o Mark Larson 
o Lindsey Tucker 
o Justin Tease 
o Jill Finnerty 
o Richard Ketchum 
o Tony Thibault  
o Melissa Rancourt 
o Tim Metayer 
o Peter Rhoades 

• CGI 
o  

  
  
  
  
  

• Exeter 

• Benaissance 

• Archetype 

• Blue Cross Blue Shield 
 
 
 
 
The team reviewed the following project documents: 
 





                                                   
 Vermont Health  Connect HIX 

Quality Assurance Review 
 

 
Page: 7 

• Do you have a regression data bed? 

• Are there agreed upon SLAs for remediating test defects? 

• How defect severity is assigned, and is there a review process to ensure client concurs?  

• Is there a detailed test execution plan (day over day expectations of test cases executed)? 

• What is the frequency and format of testing status reporting and who is the report sent to? 
 
Optum requested the following Information from CGI and was informed the reports/signoff’s do not 
exist: 

• Root Cause Reports 

• Entrance/Exit Criteria 

• Test Automation Test Plan 

• Performance Test Plan 

 
3. METHODOLOGY (PROCESS)  

The following defect management diagrams and tables are based on industry best practices using 
ALM.  The defect management process may be tailored over the course of a project if improvement 
opportunities are identified.  All changes are then communicated with stakeholders.  The below tables 
identify these best practices.   
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Exhibit 1 – Defect Management Process in HP ALM 
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There is no UAT test plan.   There needs to be a viable test plan that has signoff from the 
appropriate stakeholders.  A Test Plan should contain at least 
the below section: 

 
1.Background(platform)  
2.Features to be tested 
3.Features not to be tested 
4.Entrance/Exit criteria 
5.Test Deliverables 
7  Environmental needs 
8.Schedule 
9.Resources 
10.Risks 
11.Approvals   

UAT does not use ALM to execute scripts. The absence of utilizing a testing tool makes the testing effort 
difficult to manage and difficult to provide metrics. 

Lack of testing knowledge and methodology in the 
UAT area 

A dedicated team of UAT testers should exist.  This team can 
rotate periodically so that they do not lose their business 
knowledge.  They need to be trained on proper testing 
techniques and tools. 
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The Test Manager shared that the UAT test cases 
are housed in Excel spreadsheets and any 
Selenium IDE record and playback scripts, that are 
utilized to perform the redundant test steps, are 
documented in this spreadsheet as part of the test 
case. Selenium IDE scripts are an integral part of a 
great percentage of the UAT test cases being 
successfully executed. 
The UAT testing SMEs are State workers that 
know the business flows very well and are the test 
case designers for the UAT tests. These are 
primarily testers that were formally CSR’s or BA’s. 
They all have intimate knowledge of eligibility and 
enrollment within Medicaid and within the 
Exchange and understand very well what they are 
testing. This however often leads to test cases that 
are not fully documented and based on any 
requirements. If these test cases are to be 
automated by professional automation engineers 
then these Excel test cases may need to be 
analyzed and reverse engineered to extract the 
SME subjective nature embedded in the record and 
playback Selenium scripts. 

Optum recommends that any formal automation effort that is 
considered, that these SME’s would be engaged early to 
extract the subjective nature of some of the steps from their 
test cases and particularly selenium scripts in order to build 
out the automated framework components addressing 
navigation, error handling and test data management. 

Upon speaking to the Test Manager, there are no 
skilled regression automation resources on the 
team. That said, everyone on the team appears to 
know how to utilize the Selenium IDE embedded in 
the Firefox browser. The programming skillset 
needed to interface with the more robust Selenium 
API/Web Driver components or any of the highly 
marketed automation tools programming interfaces 
is nonexistent.  The Test Manager is the only 
skilled automation engineer for the State testing 
efforts. Unfortunately, he has resigned from his job 
effective 6/27. His resignation imposes a risk to the 
Selenium IDE automation scripts being used by the 
UAT testers in their Selenium IDE created scripts.  
Some custom Selenium Java code was created 
and is being used. If that code needs updating to 
address changes that the portal application may 
undergo, then any and all automation may stop to 
be useful without someone with the skillset to fix / 
enhance this custom code. 

Hiring automation consultants to carry out an automation 
strategy with an automation tool, the consultants are versed 
in, is a prerequisite for enabling robust unattended regression 
automation. The skills the UAT team possesses are solely 
around the Firefox browser Selenium IDE only. This 
automation utility is being utilized solely as a vehicle to drive 
efficiency in the many redundant test steps needed to get to 
particular application areas and application states to do 
manual testing in those desired areas.  

There appears to be some test data management 
in the test cases the UAT testers are creating, but 
there has not been enough time to investigate this 
to confidently say there is or is not. Optum did 
observe that a date embedded in the record and 
playback Selenium script needed to be updated in 
order for the automated script to continue. These 
are common TDM automation disciplines handled 
by seasoned automation engineers versed in test 
automation and automation test data management 
practices. 

In order to have a robust automation suite, test data will need 
to be managed and integrated into the automation regression 
suite with resources familiar with automation TDM disciplines. 
Understanding the test environments data refresh and cycling 
schedule needs to be understood so extraction of test data 
can be engineered to support automation run iterations in 
single or multiple test environments. 
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 An automation regression effort which includes an 
automation tool and skilled automation resources 
does not exist. 

If Selenium is used as the automation tool, the cost of the tool 
will be minimal. The cost that the State will need to incur will 
be in securing highly skilled Selenium automation resources 
that could stand up a robust automation effort and provide 
back to the State a repeatable set of automation scripts, 
giving the leverage to run repetitive regression testing on 
demand by any test team member. All this will need to be 
embedded in an automation framework that hides the core 
programming and exposes the ability to create test cases with 
no direct programming expertise by the manual testing 
teams. This is where the State will incur the cost of 
automation even with a free open source tool, such as 
Selenium 

There is a single test environment that is shared for 
all testing and some development. This is a high 
risk for successful automation, as this environment 
is not managed for any single purpose of testing 
only. It is not a dedicated test environment. 
Development builds could be pushed into this 
environment without notice according to the Test 
Manager. Ownership of this environment is not 
clear and would need to be better understood to 
see it as an opportune location to embed 
automated regression suites of tests.  

Before any test automation is considered, that either a new 
test environment dedicated to testing is created or a highly 
regulated shared environment be established and managed 
to support test automation. All application instability needs to 
be eradicated as much as possible via a test environment 
scheduling process or governance to promote application 
stability. Data management needs to be understood in this 
environment equally to support an automated regression bed. 
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No insight into the volume or nature of the test data 
required or any evidence of Data Management 
plan. 

Performance testing should always include a clearly defined 
test data management plan, which is reviewed and signed off 
prior to the start of testing. This plan can be separate or 
imbedded in the QA Test Plan.  This is an activity that is the 
responsibility of the SI.  The sections of this plan should 
include: 

-Data Governance 

-Data Architecture Management 

-Data Development 

-Data Operations Management 

- Data Security Management 

- Meta-Data Management 

- Data Quality Management 
 

Load / Stress testing results not provided.  The difference between Load and Stress testing 

In Stress testing, the focus is on breaking the system under 
test by overwhelming its resources or by taking resources 
away from it (in which case it is sometimes called negative 
testing). The main purpose is to make sure that the system 
fails and recovers gracefully. 

A load test is conducted to understand the behaviour of the 
system under a specific expected load. This load can be the 
expected concurrent number of users on the application 
performing a specific number of transactions within the set 
duration. This test will give out the response times of all the 
important business critical transactions 

Both are important and fall under overall Performance testing. 

Before a release is promoted to Production, Performance 
should be signed off by the appropriate stakeholders. 
 

Performance test monitoring plan contain best 
practices monitoring tool which is LoadRunner.  

LoadRunner is used as both a performance and monitoring 
tool.  Additional tools that are used for in distributed 
environments for monitoring are: 

• Dynatrace 
• HP OpenView 
• DC Rum 
• Perfmon 
• Rstat D 
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1. EXECUTIVE SUMMARY 
The purpose of this deliverable is to: 

• Review CGI’s M&O plan and capabilities with respect to supporting the current VHC 
deployment as well as future use of the platform by additional HSE programs (e.g., IE, MMIS) 

• Document process gaps with a focus on improving stability and readiness for open 
enrollment 

• Provide an assessment of the State’s HSE platform and the VHC solution from an M&O 
perspective 

After review of the project’s M&O documentation and interviews with both SOV and contractor staff, 
Optum has concluded that CGI’s M&O plan, processes, and capabilities are not sufficient given the 
service level agreements outlined in the contract and the platform’s volume of change.  The impacts of 
these deficiencies include: 

• No disaster recovery (DR) plan has been formalized and; therefore, no DR exercises have 
been successfully conducted.   There is no confirmed ability to successfully restore the 
production environment even though the contract contains full requirements around recovery 
times of four hour Recovery Time Objective (RTO) and 30 minute Recovery Point Objective 
(RPO).    

• Incidents are being closed without conducting proper root cause analysis.   The Remedy 
(incident repository) data shows that incidents are closed without proper resolution or 
reference to a problem ticket to address the root cause of the incident.   This leads to 
resources performing manual workarounds versus fixing the incident’s root cause.   

• Service Level Agreements (SLAs) relative to monitoring, measurement, and reporting needs 
to be documented and agreed to by both SOV and CGI.   CGI has improved their severity 1 
and severity 2 SLA compliance, but consistently fails to meet their severity 3 and severity 4 
SLAs.   Response time SLAs are consistently missed based on the reporting CGI provides to 
SOV.   Platform availability and stability cannot be measured without SLAs being accurately 
captured, measured, and reported. 

• The majority of the required documents to be produced by CGI are incomplete or not 
approved by SOV.   For a full list and current status of these documents refer to section 7.0 - 
Document of VHC Platform.    

Key Findings 

Optum’s assessment is based on the following key findings:  

• The VHC system remains in a state of constant change since its 10/1/2013 original 
deployment.   Major functionality including Change of Circumstance and Renewals has yet to 
be delivered.   Changes are being introduced twice per week making it difficult for the M&O 
team to know if something is a defect (introduced during the development lifecycle) versus an 
incident (introduced post-deployment).   Not having completed and signed off documentation 
causes confusion and allows CGI to classify a reported incident to be working as designed.    

• CGI states they are operating in a steady state although the volume of change is still very 
large.   CGI has all of the core elements of a functional steady-state M&O organization 
documented within their M&O handbook ( not approved by SOV) , but they are lacking in the 
management of core elements, such as defects, incidents, problems, availability, stability, 
events, and Key Performance Indicators (KPIs) reporting. 

• ITIL process flows exist within the M&O handbook but are not approved by CGI or SOV. 

• RACI diagrams are at too a high level.  They need to match the process flows and must be 
signed off by CGI and SOV. 
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• KPIs have not been defined nor reported by CGI as required by the contract.   Without these 
KPIs the real status of VHC is not fully known.  The amount of effort required to eliminate the 
backlog of 200+ incidents cannot be determined. 

• Less than 1% of incident tickets have corresponding problem tickets which is almost 7% 
lower than Optum’s experience.   This low rate shows that many incidents are closed with no 
root cause known or remediation 

• Defects from the development lifecycle exist, but are not consistently tracked or reported.   By 
not tracking these defects, it is difficult to determine the number of defects, the number 
remaining open, and the status of the fixes completed by CGI.  When the fix is made, the 
business operations team should be made aware that the manual workaround is no longer 
necessary.  

• Gaps are apparent in the communication process between CGI and its sub-vendors.  This 
lack of common knowledge and requirements leads to increased incidents, missed SLAs, and 
defects from User Acceptance Testing.    

Recommendations 

Optum’s assessment results in following key recommendations: 

• SOV should assign an overall owner for M&O of the VHC platform.   This owner should be 
accountable for compliance with all contractual obligations between CGI and SOV and to 
ensure compliance with their M&O handbook (not approved by SOV).     

• Update, approve, and maintain all required documents including but not limited to: 

o System design documents so that future enhancements have an accurate design for 
enhancement and maintenance. 

o Process flow documents for incident, problem, change, event, availability and 
performance management. 

o RACI diagrams for all approved process flows down to the task level. 
o KPIs defined, measured, and reported. 

• Complete the development, testing, and implementation of the disaster recovery plan.   
Execution of this DR plan should be repeated until all issues have been resolved and the 
requirements of four hour RTO and 30 minute RPO have been achieved. 

• Conduct proper root cause analysis on all incidents to properly detect recurring incidents and 
to remedy the root cause.  This process can also be used to detect potential issues within 
core infrastructure components that may impact availability and performance of the platform.   

• Enhance the defect tracking capabilities from initial detection through implementation in 
production.    

Introduction 

The following sections describe Optum’s approach and further describe M&O findings and 
recommendations: 

• Section 2.0 - Background outlines HSE assessment objectives and Optum’s approach for 
preparing the finding and recommendations outlined throughout this deliverable. 

• Section 3.0 – Recommendation for Closing Gaps contains gaps relative to ITIL standards and 
processes.  

• Section 4.0 – Functional Organizational Chart includes a functional organization chart for 
systems capabilities including the level of M&O staffing needed to support those capabilities.   

• Section 5.0 – Open Enrollment describes a process for continuous improvement. 
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• Section 6.0 – Disaster Recovery and Business Continuity Plan provides a recommendation 
for how to improve disaster recovery and the Business Continuity plan. 

• Section 7.0 – Documentation of VHC Platform  provides an assessment of the status of M&O 
system documentation.  

• Appendix includes graphics that support our findings and recommendations. 

2. BACKGROUND 
The purpose of the Maintenance and Operations Review deliverable is to: 

• Review CGI’s M&O plan and capabilities with respect to supporting the current VHC 
deployment, as well as, future use of the platform by additional HSE programs (e.g., IE, 
MMIS).  

• Document process gaps with a focus on improving stability and readiness for open 
enrollment. 

• Provide an assessment of the State’s HSE platform and the VHC solution consisting of the 
following: 

o Evaluation of the ability of the VHC IT platform to support multiple System Integrator 
vendors working on parallel development streams.  

o Evaluation of current vendor implementation of Information Technology Infrastructure 
Library (ITIL) based operational processes including; but not limited to, change, release, 
configuration, incident, problem and escalation management.  

o Evaluation of CGI organizational structure and staffing levels, CGI’s capability to develop 
steady state M&O, and CGI’s roles and responsibilities to ensure operation of the VHC in 
accordance with state contract requirements and service level agreements.  

The team met with the following areas: 

• State of Vermont 

o Lindsey Tucker 
o Mike Morey 
o Tom Mulhall 
o Jay Martin 
o Nicole Weidman 
o Melissa Rancourt 
o Tony Thibault 
o Peter Rhoades 
o John Kohlmeyer 
o Lauren McTear 
o Rick Ketcham 
o Jack Green 
o Jim Heintz 

• CGI 

  
  
  

• Exeter  

• Benaissance 

• Archetype  

• Blue Cross Blue Shield 
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Performance Management and 3.12 Capacity 
Management. 

SLAs match what other states are using but are being 
measured at too high of a level.   For example, VHC 
is either up or down.  There are several Vital 
Business Functions (VBFs) within the VHC platform 
and each should be measured.   For example, 
response times should be measured and reported for 
Plan Selection versus Enrollment.    

Conduct working sessions between SOV and CGI to define 
SLAs for each VBF and the approach for measuring and 
weekly reporting.   

System availability is not being measured nor 
reported properly.   The only evidence provided on 
availability was data on portal response times.    

Conduct working sessions between SOV and CGI to 
document how to measure and report availability to the 
VBF level on a weekly basis.      

 

Since the DR plan is not complete and approved, 
there is no ability to achieve the stated SLA goal of 
four hours RTO and 30 minute RPO. 

CGI needs to finish the DR plan and submit to the SOV for 
review and approval.   Once approved, the plan should be 
regularly tested at the secondary site and revised where 
needed.  A formal approval process for the content on the 
plan and the results of execution should be implemented.    

There is a lack of reporting around incident 
management SLAs.   There are several reports 
showing incident data but none of them measure or 
report results against SLAs.    Basic KPIs for 
incidents are not being captured or reported.    

Conduct working sessions between SOV and CGI to define 
and monitor each incident management SLA and report 
results weekly.    

The CGI and Benaissance resources that were 
interviewed were not aware of documented SLAs 
within the Contract - Amendment 2 and, have not 
been reporting them to SOV.    

SOV should review the documented SLAs with both CGI 
and Benaissance and implement reporting processes for 
the contracted SLAs.   

Even though the SLAs are documented the Contract 
doesn’t clearly show how they are to be measured.   
For example, the start time for an SLA is not clear 
(e.g., Does it start when data is sent to a vendor or 
does it start when the vendor receives the data)?   

SOV, CGI, and Benaissance should define how the 
existing SLAs are to be measured and reported including a 
Responsible, Accountable, Consulted, and Informed Model 
(RACI) for each service level.    

3.2  Current level of application monitoring versus desired level by 
the state  

Refer to 3.6 Availability Management sections, 3.13 Capacity and Transaction Monitoring assessment. 

3.3 Incident Management  

The increased attention to M&O activities by SOV is helping to improve the incident management process 
over the past couple of months.   Work needs to continue to mature this process so that process flows, 
RACI diagrams, and KPIs are documented, reviewed, and approved by SOV and CGI.   All incidents 
related to the VHC should be recorded and tracked within the Remedy repository even if the incident 
ownership resides with an outside entity.   This process is required so SOV has one location for all 
incidents that impact VHC.   CGI did not provide resource levels dedicated to incident management. 
Therefore it is not possible to determine if they can support the anticipated new incident influx and the 
current 186 open incidents. 

Background   
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An incident is any event which is not part of the standard operation of a service and which causes, or may 
cause, an interruption to, or degradation in, the quality of that service. 

Incident management is the process which is responsible for managing the lifecycle of all incidents. The 
key objective of incident management is to restore the IT service for the user per agreed-upon service 
levels. 

 

Examples of incidents include:  

• Entire application or service not available  

• Medicaid cases not being sent to Access 

• Carrier integration failures 

• Part of an application or service is not available  

• Degradation in response time, reported by a user or as identified by an automated alert  

• Hardware is down that impacts the performance of an application or function  

• Automatic alert indicating a potential disruption to service  

The incident management process is reactive. The process either results in a workaround or a restoration 
of service. The incident management process is not intended to understand or remedy the underlying 
cause of the incident or ensuring the incident does not reoccur.  The problem management process 
addresses root cause and remediation. 

Best Practice KPI’s  

These are defined as: 

• Number of incidents per severity 

• Number of incidents per VBF 

• Number of incidents per business/organizational area 

• The average time to achieve incident resolution 

• The number of incidents handled within the agreed upon Service Level Agreements for that 
type of incident or configuration item. 

• The total estimated time to resolve the incident backlog needs to be reported. 

• Reporting of incidents at each stage of the incident management process (e.g. open, closed 
and remaining open) 

• Number of reoccurring incidents 

Recommended Level of Reporting 

• Incident reporting should be on a daily, weekly, monthly and annual basis.  Graphical 
representations should be created for period over period comparisons. 

• Trending should be shown in green, yellow and red. 

• Reports for management should be created: 

• Management reports help identify trends and allow review of the health of the 
process. Setting a level on certain reports may be appropriate as may be 
categorizing the report as strategic, operational or tactical. 

• Major incidents logged and resolved. Severity 1 incidents should be fully described. 
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Problem management is the process for managing the lifecycle of all incidents.  

The problem management process drives root cause analysis to identify a permanent solution and to 
manage the implementation of remediation activities. 

Risk - Problem risk levels define the urgency of resolving a problem based on:  

• The priority of the incidents related to the problem  
• The number of previous incidents related to a given problem ticket 
• The impact of the problem on VBFs  
• The likelihood of future impact  

Best Practice KPI’s  

These are defined as: 

• Number of problems per severity 
• The severity may inherit the severity from the incident 
• Number of problems per VBF 
• Number of problems per business/organizational area 
• Average time to achieve problem resolution 
• The number of problems handled within the agreed upon Service Level Agreements for that 

type of problem 
• Average productivity per problem 
• The total estimated time to resolve the backlog of open problems 
• Reporting of problems at each stage of the incident management process (e.g. open, closed 

and remaining open) 
• Number of reoccurring problems 

Recommended Level of Reporting 

• Problem reporting should be tracked on a daily, weekly, monthly and annual basis.  Graphical 
representations should be created for period-over-period comparisons. 

• Trending should be shown in green, yellow, and red. 

o Problems tickets need to capture the estimated time to resolve each problem.  This 
provides priority guidance and highlights the total effort trending analysis to close all open 
problems.  This will help guide appropriate M&O staffing levels.  

• Management reports help identify trends and allow a review of the health of 
the platform. Setting a level on certain reports may be appropriate such as 
categorizing the report as strategic, tactical, or operational. 

• Major problems logged and resolved. High impact problems should 
be fully described. 

• Summary of problems that are still to be resolved. 
• The number of problems attributable to different 

business/organization areas. 
• Relevant financial information.  Including a cost to resolve per 

problem summary. 
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3.9 Service Request Process  

Background 

A service request is a small enhancement that includes discretionary changes that are charged against 
the 2,000 budget specified in the contract. 

There are two types of service requests:  ‘standard’ requests and ‘non-standard’ requests. 

• The current CGI contracts M&O handbook states that standard service requests must meet 
the following requirements: 

o Is included in the client’s contract  
o Is requested for configuration items (CI’s) available in the product catalogue  
o Has parameters defined: SLA, volume and description are detailed  
o The solution for the execution is known  
o Does not require an infrastructure change request to be executed and completed 

• All other service requests that do not meet all of the above criteria are considered non-
standard service requests (NSSR).  There are six types of NSSR. 

o Contractual agreements – requests described in a client contract that may require a 
change request to be implemented or can have a document as deliverable (e.g., 
analysis).   

o Evolution - requests that are client (or CGI CPMO/CDM) initiated and are not defined in 
the client contract (e.g., new service introduction or change to an existing service is 
included in this category).   

o Infrastructure – requests initiated by service support and delivery teams that impact the 
infrastructure of more than one client or that is used for internal improvements.   

o Internal project – requests initiated by a stakeholder within CGI organization which 
require modifications to the infrastructure, business and organization.   

o Known error – requests used to implement a fix or solution within the problem 
management process flow.   

o Continuous improvement – request initiated by a CGI member that can be a procedural 
change, can target cost reductions or new revenue, can target quality improvements, can 
focus on inter-unit collaboration or identify different ways of using new or existing tools, 
etc. 

 

Service requests are reviewed in a group forum called the Pre-Change Control Board (PreCCB).  The 
Pre-CCB defines the effort and tries to determine the path the service request should follow. 

Some efforts are triaged and sent to Archetype to provide a data extract or a report of required data.   

Technical service requests are added to Remedy. 

In addition the vendor CGI has agreed to support a 2,000 hour budget set aside for minor new 
development requests.  These service requests are brought to the PreCCB team to evaluate and 
determine next steps.  This PreCCB meeting may rule out the request or ask CGI to perform an analysis 
estimate or add the request to the queue for completion.  The PreCCB group also prioritizes service 
requests. 

If the request is deemed too large of an effort, it will be directed to be a new business request and require 
a full scale development effort. 
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Risk:  

• The Plan needs to be created, periodically reviewed and approved by all interested parties. 

• A Physical secondary site must be built out 

• Best practices require a DRP to be tested on an annual basis. 

Risk Mitigation: 

• Minimizing downtime and data loss is measured in terms of two concepts: the Recovery Time 
Objective (RTO) and the Recovery Point Objective (RPO).  RTO is the duration of time and a 
service level within which a business process must be restored after a disaster (or disruption) 
in order to avoid unacceptable consequences associated with a break in business continuity.  
RPO is defined by business continuity planning. It is the maximum tolerable period in which 
data might be lost from an IT service due to a major incident. 

A Business Continuity Plan (BCP) is a plan to continue operations if adverse conditions occur, such as a 
storm, a fire or a crime. The plan includes moving operations, (recovering operations) to another location 
if a disaster occurs at a worksite or datacenter. For example if a fire destroys an office building or 
datacenter, then the people and business or datacenter operations would relocate to a recovery site. 

Best Practice KPI’s 

A DRP needs to encompass many needs at various levels.  These KPIs should be scored with a grid 
showing impact of loss and risk point values. 

• Conduct an annual exercise at the alternate facility 

• A Business Continuity Plan (BCP) needs to be created and updated annually   

• Conduct an annual tabletop exercise 

• Review recovery strategies for RTO and RPO 

 
Recommended Level of Reporting 

• Business impact analysis: Identify the financial impact over time resulting from loss of a 
business process; includes identification and ranking of plausible events that could disrupt 
business processes. 

• Plan development: Define a plan that includes people, processes, and systems that will be 
involved in a disaster recovery event. 

• Training, testing, and exercising: Train all participants in the disaster recovery procedures, 
and then test plans on an ongoing basis through simulated exercises. 

• Continuous improvement: Review and update the disaster recovery plan based on testing 
and exercising. 
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Escalation Process Flow Exist Needs to be updated to include additional SOV 
resources or utilize distribution groups which 
can be updated as attrition occurs.    

Event Management Draft document exists Within the unapproved CGI M&O manual, 
event management is thoroughly discussed.   
CGI should show SOV evidence that the 
documents reflect the current state of their 
event management within the production 
environment. 

Once this review is completed, the document 
should be updated to reflect any required 
changes.    

Incident Process Flow Draft document exists Both CGI and SOV have draft versions of the 
Incident Process Flow.   A decision should be 
made to adopt one of them and then both 
parties should review and sign off on it.   The 
CGI version had a couple of cases where an 
incident can be closed without proper cause 
while the SOV version was complete except 
for being reviewed and approved by CGI.    

 

Incident Process KPIs Exists KPI’s have been documented and in some 
cases reported on.   CGI should review the 
NFR’s around Incident Process KPI’s and add 
them into their documentation and reporting 
process.    
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down a release calendar should be 
maintained and followed showing all known 
releases over the course of a full year.    

Service Level Agreements Draft document exists SLA’s are documented within the CGI M&O 
manual as well as within the NFR’s.   What 
needs to be included within these 
documents is how CGI is capturing and 
reporting on these SLA’s so that both 
parties agree they are accurate and 
complete.    

 

Service Level Management Draft document exists CGI and/or SOV should complete this 
document to determine a baseline of the 
current process. 

Service Request Management Draft document exists CGI and/or SOV should complete this 
document to determine a baseline of the 
current process. 

System Design Document Draft document exists An extensive and inclusive SDD exists 
which reflects the desired state of the 
connector versus the current implemented 
version.   This document should remove 
those items which have yet to be delivered 
and update those areas where the 
implemented version is different from what 
was previously documented.    
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APPENDIX 
 

 

 

Figure 1 - Incident Ticket Report 
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Figure 2 - Remedy Requests and Questions 

 

Figure 3 - Remedy Problem Tickets 
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Figure 4 - All Pending Tickets by Owner Org 
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Figure 5 - Documents Reviewed List 
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Figure 6 - Roles and Responsibilities Chart 
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1. EXECUTIVE SUMMARY 
This report documents Optum’s system architecture assessment with focus on the VHC application’s 
adherence to industry standard and state (e.g. Oracle) Service Oriented Architecture (SOA) guidelines, 
and describes findings and recommendations. 

Optum has concluded, based on a review of the VHC’s architecture documentation and interviews with 
both SOV and contractor staff, that: 

• The VHC architecture is sufficient to support the healthcare exchange and Medicaid needs of 
the people of Vermont for the foreseeable future, provided the population of the state does 
not grow significantly and user concurrency remains at current levels. 

• Over 2500 non-functional requirements remain unmet. 
•  

 
Architectural issues exist in the Exeter OneGate solution which will make further scaling of the solution to 
handle other elements of state government affairs such as driver licenses or SNAP registration difficult, 
these issues include: 

i. Screen generation inefficiencies 
ii. OPA’s dependence on affinity based clustering (“sticky sessions”) 
iii. Lack of scalability certification and testing of the OneGate product by Exeter  

.  
Key Findings 

Optum’s assessment is based on the following Key Findings: 

• Undelivered functional requirements – There are over 125 CRs still to be closed as of 
6/25/2014. 

• Undelivered Change of Circumstance capability 
• Lack of a holistic, business level application and service monitoring strategy leveraging 

Oracle products.  
• Undelivered non-functional capabilities impact the ease of use for the residents and 

employees of the State of Vermont. 
o Over 2500 non-functional requirements (NFRs), by State of Vermont count, remain 

open 
•  
• Member’s premium payments are sent to carriers in the same transaction as subsidies 

 
Recommendations 

Optum recommendations are summarized below.  These recommendations are based on the findings 
described herein. 

• Refactor service calls to leverage Oracle Service Bus (OSB) 
o Fully instrument environment for business level event notification 

• Address partial payment with carriers issue with Benaissance 
o Separate and process the member’s premium payment and the state subsidy (VPA) 

as separate transactions to the carrier 
o Develop a robust enrollment reconciliation process 

• Implement a comprehensive configuration management process to migrate configuration 
changes from development to higher level environments – covered in the M&O report 

• Leverage Oracle replication to create a live copy of the production DBs for OLAP purposes 
• Fully adopt an MDM strategy including technical integration and a full data governance 

strategy 
•  
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o  
   
  
  

 
  

• Additio al Act ivies to Consider 
o Develop LOE for Oracle Service Bus implementation and instrumentation 

Introduction 

The following sections of this deliverable describe Optum’s approach and further describe M&O findings 
and recommendations: 

• Section 2.0 - Background outlines the approach used for preparing this deliverable. 
• Section 3.0 – Architecture Diagram provides an end-to-end VHC application architecture 

diagram, color coded to designate concerns. 
• Section 4.0 – Findings/Recommendations describes specific concerns and recommendations 

to improve the performance, stability, and scalability while improving the ability to proactively 
identify and remediate issues. 

 
2. BACKGROUND 
This report documents Optum’s system architecture assessment, with focus on the VHC application’s 
adherence to industry standard (e.g. Oracle) and state Service Oriented Architecture (SOA) guidelines, 
and describes findings and recommendations. Review of the system architecture included: 

• Review of Enterprise Architecture reports and assessments conducted on individual solution 
components, integration of these components, and their implementation statuses as 
compared to expectations set forth in the scope of the CGI’s contract requirements and 
artifacts related to individual solution components and current integration and implementation 
statuses: SOA, Oracle Identity and Access Management (IAM), Master Data Management 
(MDM), Siebel, Oracle Policy Automation (OPA), WebCenter Content/Capture, OneGate, and 
LifeRay into the VHC.  

• Review of architecture and implementation of interfaces to external systems, including 
federal, other State of Vermont, Insurance Carriers, and Benaissance (premium processing) 
interfaces.  

• Review of all Security and Privacy related assessments, documents, artifacts, and the current 
Plan of Action and Milestones (POAM) remediation status.  

The scope of the assessment included VHC’s set of commercial off-the-shelf (COTS) applications 
customized and integrated for the purpose of supporting the VT Health Exchange. Specifically, it includes 
the following:  

• The Exeter OneGate product stack consists of: 
o LifeRay Portal 

 Provides dynamic user interface 
o Oracle Products 

 Oracle Policy Administration (OPA) rules engine 
o A customized Siebel instance 

 Customer Relationship Management (CRM) 
 Plan data storage 
 Workflow capabilities 

• Supporting the Exeter implementation: 



              
                     Vermont Health Connect HIX 

Architecture Review 
 

 
 Page: 5 
 

o Oracle Service Bus (OSB) 
o Oracle Identity Management (OIM, OAM, OVD, OAAM) 

• Additionally, outside of the OneGate product, the State of Vermont integrates with: 
o Benaissance and Carrier systems 

 820 generation 
 Enrollment integration 
 Premium billing/payment 
 Serves as financial system of record 

o Oracle WebCenter 
 Document management 

o Thunderhead 
 Notices 

o Oracle Business Intelligence Enterprise Edition (OBIEE) 
 Reporting 

o Oracle Identity and Access Management (IAM) 
 ID Proofing 

• Custom code written for Vermont 
o Integration to the Federal Data Hub 
o Integration to Benaissance 
o Integration to carriers 
o ACCESS 
o MDM 

 
All of these are individually solid products, it is the integration of, and functional modifications to them that 
limits the overall architecture scalability, adds risk, and increases complexity to the solution. With such 
aggregation of technologies, challenges are found in the integration between, and configurability of, these 
components. In this case, CGI was retained as the systems integrator and primary developer to provide 
this service. 

In parallel with the application architecture assessment, a four phase security review was conducted: 

• Discovery 
o Identified requirements via discussions with State of Vermont 

• Information Gathering 
o Obtained materials from State of Vermont: 

• Detailed POA&M action plans 
• POA&M status management spreadsheet 
• Security Assessment Report 

o Obtained control family priority from NIST 800-53r4 
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• Analysis 
o Categorized detailed POA&M action plans by control family 
o Assigned control priority, per NIST 800-53r3/4 
o Reviewed and summarized POA&M plans, to identify systemic issues 
o Identified potential risk exposure 
o Developed remediation recommendations  

• Recommendations 
o Recommendations were developed to help address systemic challenge areas 

identified 
o Resolving the systemic challenges is expected to result in reductions in the identified 

control gaps areas, as well as preventing additional control gaps in the future. 
 
The team met with the following SOV and vendor team members, and attended Enterprise 
Architecture\Business Analyst\Vendor meetings. 

• State of Vermont 
o Lindsey Tucker 
o Rick Ketcham 
o Tom Mulhall 
o Jenn Loughran 
o Elizabeth McMullen 
o Claus Lund 
o Jack Green 
o Mike Morey 
o Chad Loseby 
o Chris Durfee 
o John Kohlmeyer 
o Justin Tease 

• Contractors 
  
  
  

• CGI
  
  
 
  

• Exeter 
• Benaissance 
• Archetype 
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3. ARCHITECTURE DIAGRAM  
This portion of the document contains a documented end-to-end VHC application architecture diagram. 
The diagram is color coded using the following: 
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VOC Application Architecture 
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4. FINDINGS / RECOMMENDATIONS 
This section of the document describes specific concerns and recommendations to improve the 
performance, stability, and scalability, while improving the ability to proactively identify and remediate 
issues. The observations/findings and recommendations are categorized as follows: 

• Infrastructure documentation review 
• SOA Strategy and Implementation 
• LifeRay Portal  
• Siebel Implementation  
• Exeter Implementation 
• ACCESS  
• Master Data Management (MDM)  
• Benaissance Implementation  
• Reporting  
• Governance / Process 
• Security  

A risk assessment is included with our Security assessment findings and recommendations. 
 
This section also includes implementation status for the following: 

• SOA Implementation 
• Oracle Identity and Access Management (IAM) 
• Master Data Management (MDM) 
• Siebel 
• WebCenter Content/Capture 
• Oracle Policy Automation (OPA) 
• OneGate 
• LifeRay 
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Enrollment reconciliation is not occurring with 
Carrier. 

• Enrollment discrepancies between the 
exchange and carriers can result in customer 
expectations not being met, such as: 
o Enrollment timeliness 
o Fulfillment issues 
o Billing issues  

Reconciliation is important to the process of discovering the 
root cause issues and proactively address discrepancies 
between the exchange and carriers.  
Recon options: 

 State performs recon 
o Carriers need to produce a monthly enrollment 

recon file  
o Carriers send recon file to the state 
o An extract is pulled from Seibel of all enrollments for 

that carrier. 
o The state performs a recon between the state and 

carrier files 
 Contract a third party (FFM model) 
 Create an automated compare 
 Perform a manual compare 

o The state notifies the carrier of recon issues works 
with the carrier to resolve discrepancies. 
 

 Carrier performs recon 
o Carriers need to produce a monthly enrollment 

recon file 
of enrollments for that carrier and sent to the carrier. 

o The Carrier performs a recon between the state and 
carrier files. 

o The Carrier notifies the State of recon issues works 
with the State to resolve discrepancies. 
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1. EXECUTIVE SUMMARY 
The purpose of the code review deliverable is to: 

• Identify the key components of the VHC Solution that present the greatest vulnerabilities and 
determine assets requiring a code review 

o   Focus will be placed on code structure and the use of industry standard coding 
practices which enable integrity and optimal performance 

• Document code review results 

• Provide recommended improvements/actions 

• OneGate code was not turned over for review 

Optum has concluded, based on the code review, the interface framework between the OneGate product 
and other internal (e.g. Benaissance) and external (e.g. Carriers) components do not following industry 
standards for design and development.  This has led to inefficiency in performance and maintainability. 

As a result, future enhancements to the interfaces may require rewrite of the code as it is not extensible in 
its current state.  System performance will also be impacted requiring additional infrastructure resources 
to manage these interfaces since they haven’t been designed efficiently. 
 
 
Key Findings  
Optum’s assessment is based on the following key findings: 

• The code review revealed several significant findings that fall into two basic areas of review: 
Performance and maintainability.  Out of the 176 items reviewed, only 27 modules were 
evaluated as high quality in the area of performance and maintainability.   

o Performance – The largest impact to performance is going to be the improperly defined 
objects that are putting a burden on the java virtual machine (JVM) by causing the 
garbage collection process to run more often than warranted. 

o Maintainability – The number one item that came up in almost every class was the lack 
of documentation explaining what the purpose of the class and APIs and why there was 
specific logic in them. Poorly documented APIs lead to confusion when enhancements 
need to be made in future releases.  This leads to extended development times and 
potential coding mistakes. 

Specific findings are described in Section 4 – Code Review Results. 

 
Recommendations 

Optum’s recommendations are summarized below: 

• Update the project’s Quality Assurance process to include periodic code reviews based on 
mutually agreed industry best practice.   

• Perform root cause analysis on the relationship between code quality issues and open defects. 

• Establish a process for future enhancements that incorporates the new coding standards into a 
future code updates. 

• Prioritize remedy of code quality issues with outstanding defects and change requests. 
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Introduction 

The following sections of this deliverable describe Optum’s approach and further describe the Code 
Review findings and recommendations: 

• Section 2.0 - Background outlines the approach used for preparing this deliverable 

• Section 3.0 – Components Assessment describes the rational for selected code for review 
and criteria for evaluating the code 

• Section 4.0 – Code Review Results documents findings from the code review 

• Section 5.0 – Recommendations describes recommended next steps in response to the 
findings 

• Appendix A – Code Review Checklist documents standards and guidelines that provided the 
criteria for the review 

• Appendix B – Code Quality Examples provides 18 examples of code that does not comply 
with the criteria and a preferred alternative 

• Appendix C – Detailed Code Review Results provides a spreadsheet documenting the results 
for each object reviewed 

 

2. BACKGROUND 
Code quality is an important aspect of system quality and maintainability.  Poor quality code exhibits the 
following characteristics: 

• Not well documented 
• Not well structured 
• Inconsistent due to lack of standards, or not following standards 

This can lead to a number of problems: 

• The system is difficult to maintain 
• The system does not gracefully handle adverse conditions 
• The system does not behave consistently across various system components 

Quality code is readable, consistent, and well-constructed, built on a solid foundation of standard classes 
and proven coding patterns.  This results in a high-quality, consistently resilient system and the ability to 
maintain the system with confidence and avoid unexpected errors.  

 
Optum’s code review approach was based on: 

• Using our previous architecture review experience in Hawaii as input for selecting the 
functional components to be reviewed. 

• Interviewing SOV team members, including enterprise architects, to identify pain points with 
interaction between systems.  (Rich Ketcham, Seamus Loftus, Michael Lapera, Justin Tease, 
and Chad Loseby) 

• Interviewing project vendors to understand how they managed their software development 
lifecycles, build processes and deployment strategies.  

• Review of SOV documents  
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Issue Summary 

The above graph shows the rankings for the key areas we focused our code review on: 

•  Green shows items that are deemed not a critical impact to the application 
•  Yellow has a medium impact to the application 
•  Red was a major impact to the application 

The N/A represents those sections that were not evaluated because they were auto-generated classes or 
interface type classes that did not have any notable code to evaluate. 
 
The code review revealed several significant findings that fall into two basic areas of review: Performance 
and maintainability.   

Specific issues are described in the following sections. 

Performance 

 

 

• Impact: Ongoing performance of the system  
• Impact Level: Medium to High 

Maintainability 

 
 

 

• Impact: Ongoing maintenance of the system and the ability to perform automated testing 

• Impact Level:  High 

 

5. RECOMMENDATIONS 
Optum’s recommendations, as an outcome of our code review, include: 

• Update the project’s quality assurance process to include periodic code reviews based on mutually 
agreed industry best practice. This includes establishing code quality criteria that serve as the basis 
for the review.    

• Perform root cause analysis on the relationship between code quality issues and open defects 
• Establish a process for future enhancements that incorporates the new coding standards into a future 

code updates 
• Prioritize remedy of code quality issues with outstanding defects and change requests 
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APPENDIX B – QUALITY CODE EXAMPLES 
Example #1 – Comments 
 
There are no comments. Please refer to the next page for an example of proper comments for this 
module. 

Example #1 – Comments - Preferred 

The same module with proper comments. 
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APPENDIX C – DETAILED CODE REVIEW RESULTS 
Detailed code review results are documented in the attached spreadsheet. 
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1.0 EXECUTIVE SUMMARY 
The purpose of Transaction Monitoring deliverable is to help provide an understanding of the system 
components used to support key transactions within the Vermont Health Connect (VHC) Health Insurance 
Exchange (HIX).  The high-level key transaction map (context diagram) also indicates where problems 
were suspected and/or observed within each transaction. 
 

Optum has concluded, based on review of the VHC’s architecture and transaction monitoring 
documentation, and interviews with both SOV and contractor staff, that: 

•  
  

  
 

 
The lack of communication between the SOV and CGI and transparency of documentation, impacts the 
partnership and synergy for resolving ongoing system issues; and the ability to move forward with future 
enhancements on the VHC system. However, through extensive interviews with both parties, there were 
clear areas of improvement identified. 
 
As a result, VHC users continue to encounter problems within the following transactions: 

•  
  
 
  
  
  

 
Key Findings 

Optum’s assessment is based on the following findings: 

• Key transactions that were identified by the VHC include: 
o Default transactions (as determined from the Hawaii assessment) 

 Login & Registration 
 Application 
 Plan Selection 
 Enrollment 

o Vermont Specific Transactions 
 Payment/Financial (Benaissance)  
 Carrier Enrollment (820’s and 834’s) 
 Federal Hub 
 Medicaid / ACCESS 

• Existing or potential issues with VHC business transactions include: 
o Data Integrity 

  
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  
  

o Escalation path of key issues was ineffectiveApplication/Transaction Performance 
 SOV and CGI did not report chronic performance issues within VHC 
 Existing CGI performance reports, shared with SOV, show SLA violations 

• Daily Response Time Report shows transaction response time 
averages between 8 and 11 seconds 

o SLA states 5 seconds or below 
 Insufficient performance reporting 

• Only discovered one performance report produced by CGI (Weekly 
Basis) 

• No real-time or near real-time performance dashboard for application 
health 

•  
 

  

  
 

  
 
  
  

CGI should perform performance testing in an environment more closely aligned to the Live environment. 
Recommendations 

Optum recommendations are summarized below.  These recommendations are based on the findings 
described herein.   

• Implement a comprehensive monitoring strategy, at both the infrastructure and application 
layers, that will include: 

o Availability monitoring 
 Ensuring the VHC is available for posted availability hours 
 Synthetic and external monitoring tools. (See section 5 for specific 

recommendations) 
o Performance monitoring 

 Ensuring that the VHC is performing within the agreed upon SLA 
 End-User Experience monitoring  (See section 5 for specific 

recommendations) 
o 

 
 

o Key Performance Indicators 
 Identifying key performance indicators will allow thresholds and dashboards 

to be configured to portrait current VHC system health 
• Leverage existing monitoring tools and/or implement new monitoring tools to support the 

monitoring strategy 
• Provide the SOV technology and management teams with a real-time dashboard 

representing the current performance health of the VHC 
 

Introduction 

The following sections of this deliverable describe Optum’s approach and further describe Transaction 
Monitoring findings and recommendations: 
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• Section 2.0 - Background outlines the approach used for preparing this deliverable. 
• Section 3.0 – High-level Key Transaction Map provides a graphic that summarizes findings 

from the review of VHC’s targeted business transactions by specific architecture components. 
• Section 4.0 – Map Analysis Report elaborates on the Map provided in Section 3.0. 
• Section 5.0 – Recommendations provides more details on the recommendation summarized 

earlier, based on the documented findings. 
 

2.0 BACKGROUND 
The purpose of Transaction Monitoring is to assess the VHC key business transactions, specifically 
existing transactions that encounter issues, and to review existing monitoring activities.  The objective of 
the assessment is to help identify infrastructure and application issues. The diagram, in Section 3, 
contains observations and reports of issues Vermonters currently experience when attempting to utilize 
the VHC.  There is not a comprehensive monitoring toolset in place, limiting data driven observations and 
reports for these transactions.  As a result, interviews and document analysis were the main source of 
input for this assessment.   
 
An assumption was made that the State of Hawaii’s Exeter LifeRay Portal implementation and CGI’s 
Oracle Identity Management implementations were the same.  However, through the investigation 
process, there were differences found in the robustness in the SOV infrastructure solutions.  The SOV 
infrastructure has more high availability features and supporting load balancing designs.  Thus, mitigating 
some of the HHC issues experienced with database connection pools. 
 
The team met with the following SOV and vendor team members and attended Enterprise 
Architecture\Business Analyst\Vendor meetings: 

• State of Vermont 
o Lindsey Tucker 
o Rick Ketcham 
o Tom Mulhall 
o Jenn Loughran 
o Elizabeth McMullen 
o Claus Lund 
o Jack Green 
o Mike Morey 
o Chad Loseby 
o Justin Tease 

• Contractors 
o  

  
  
   
 
  
  

• CGI
  
  
 
  

• Exeter 
• Benaissance 
• Archetype 



                                               Vermont Health Connect HIX 
Transaction Monitoring 

 

 
 Page: 6 

 
  











                                               Vermont Health Connect HIX 
Transaction Monitoring 

 

 
 Page: 11 

 
  

 

 

 

•  
  

 
 

 
  

5.0 RECOMMENDATIONS  
This section of the deliverable summarizes transaction monitoring opportunities. 
 
The VHC transaction map (above) has been derived by interviewing SOV staff, vendors, CGI, and review 
of existing documentation.  It is imperative that a data driven review be completed using monitoring tools 
that analyze all aspects of the VHC system  

  Optum was not 
granted access to any existing monitoring tools controlled by CGI. 
 

 
 
Optum recommends a three step approach to achieve this: 

1) Create a comprehensive monitoring strategy that will support an end-to-end monitoring solution.  
That strategy should address: 

o Availability monitoring 
o Performance monitoring 
o Fault Domain Isolation 
o Key Performance Indicators 

2) Deploy monitoring tools in production and pre-production environments 
o Leveraging the monitoring tool data during load tests is key 

3) Instrument VHC system health dashboard, displaying: 
o Current system events – availability and performance 
o End-user experience (page response time averages) 
o System tier health (Website/database/application/adapters) 

 

Existing tools in use for VHC 

•  
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•  
  
  

  
  

Recommended tools to supplement and/or replace existing tools for VHC 

•  
    

  
  

  
  
  
  

 
  
 

 
Deployment of these tools, in all environments, will support the monitoring strategy of a comprehensive 
end-to-end solution.  Further gap analysis of existing toolsets will be needed to determine the need of the 
proposed recommended toolsets. 




